**Please describe the background, context, and importance of the data in light of related literature. Show a sound interpretation of the medical problems presented in the data. Outline the selected dataset (including features and class labels) and provide descriptive statistics of the contained variables. Visualise the feature space in a plot and explore the underlying characteristics.**

* **Describe the data cleansing, feature selection, feature construction, and feature preprocessing of the chosen dataset.**
* **Select two supervised models of the course. Give a high-level description of both algorithms including their pseudo-code. Describe and demonstrate for both classification algorithms:**
  + - **supervised learning on training data**
    - **optimization of hyper-parameters**
    - **model evaluation including but not limited to criteria such as confusion matrix,**
    - **precision, recall, F1, and AUC**
* **Demonstrate your solution with an attached iPython notebook. Ensure reproducibility and transparency by using an URL with the original dataset.**

Present optimized hyper-parameters and reasonable evaluation criteria such as a confusion matrix, precision, recall, F1, AUC and a ROC-plot. Provide a sensitivity analysis for both algorithms with different parameters and give a textual description of the results.

**Discussion and Conclusion** Words Compare and discuss your findings with other scientific publications that used the same medical dataset. Discuss how you would improve your methodology. Outline the potential usage of the trained algorithms in healthcare and health service delivery. What benefits might be anticipated from their deployment?

Cancer is the second leading cause of deaths in the world. In 2013, there were 14.94 million incident cancer cases worldwide. In the same year cancer led to around 8.2 million deaths around the world (Thompson, 2015). Breast cancer is the most commonly occurring cancer in women (WHO, 2018). In 2013 Breast cancer had the highest incidence among women, with an estimated number of 1.8 million new cases, leading to around 471,000 deaths in the same year (Thompson, 2015).

The exact cause of the breast cancer remains unknown, early detection and diagnoses are considered to be highly important in determining the success of treatment and improving survival from breast cancer (ACS, 2015). Mammograms produce images of the inside of the breasts using low-dose X-rays to detect cancer in the preclinical phase when it is small and impalpable (NICE, 2017). Mammogram images are affected by salt and pepper, Gaussian, speckle and Poisson noise, in addition low contrast and blurry contours can lead to some of the tumour characteristics being very hard to detect or be misclassified or undetected by human eye (Qiao et al., 2018). Around 5-10% of the mammograms do not produce conclusive results (Kopans, 1992). Biopsy is the gold standard for pathological diagnosis of breast cancer (Zhang, 2013). However, only 15–30% of biopsies performed on suspicious masses found on mammogram prove to be malignant ([Hall, 1988](https://www-sciencedirect-com.libproxy.ucl.ac.uk/science/article/pii/S0957417410012054#b0040); Kopans, 1992). In order to reduce the number of unnecessary biopsies and the associated cost and furthermore, the mental and physical discomfort for caused experienced by many patients.

Therefore research is needed to finding more accurate ways of identifying patients that should be referred for a biopsy. Data mining algorithms have been successfully applied to predicting breast cancer and can be utilised in assisting physicians in making decisions about whether perform a breast biopsy on a suspicious lesions seen in a mammogram image or whether to offer a follow up examination (Mendelson, 2019).

The mammographic dataset investigated in this study is from the UCI Machine Learning Repository. The dataset includes BIRADS attributes for 961 full field digital mammograms that were collected at the Institute of Radiology of the University Erlangen-Nuremberg between 2003 and 2006. Each instance has got a target label that offers information about whether the mass sample was classified as benign (0) or malignant (1). 516 or the reported cases were benign and 445 were malignant. Information The BIRADS assessment rating is non-predictive and will be removed during the data-pre-processing stage (ACR, 2013). The descriptive statistics of the variables is shown in Table 1.

The objective is to find an algorithm that is able to assign a patient to either a benign group that does not have breast cancer or a malignant group who has strong evidence of having breast cancer.

**Highest correlation between which features, comment on the 3D plot.**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Attribute | Attribute type | Min value | Max  value | Mean value | Mode value | Original data type | Number of missing values |
| BI-RADS Assessment | Ordinal/ Non- predictive | 1 | 5 | 4.35 | 4 | Object | 2 |
| Age | Ordinal continuous | 18 | 96 | 55 | 59 | Integer | 5 |
| Mass shape | Nominal:   * Round - 1 * Oval - 2 * Lobular - 3 * Irregular - 4 | 1 | 4 | n/a as nominal feature | 4 | Object | 31 |
| Mass margin | Nominal:   * Circumscribed - 1 * Microlobulated - 2 * Obscured - 3 * ill-defined - 4 * speculated - 5 | 1 | 5 | n/a as nominal feature | 1 | Object | 48 |
| Mass density | Ordinal:   * Extremely dense -1 * Heterogeneously dense -2 * Scattered areas of fibroglandular density - 3 * Almost entirely fatty -4 | 1 | 4 | 2.91 | 3 | Object | 76 |

**Table 1.** Overview of the descriptive statistics of the predictive and non-predictive features.

What is supervised learning

Before applying a supervised learning model to the dataset, we need to ensure that any data quality issues are identified and addressed. The mammographic mass dataset has several missing values, in total 160 attribute values are missing, this about 16% of the data.

The missing values can be either imputed or removed, removing all rows with missing values would mean removing rows of data, this can lead to losing valuable information that the classifier needs to be able to discriminate between classes. Imputation allows any missing values to be replaced with plausible estimated values. Imputing with the mean value can introduce bias and also reduce the power of the prediction. Multivariate imputation by chained equations (MICE) is the preferred method for imputing values it is considered superior to single imputation as it takes into account the statistical variability and uncertainty (Azur, 2011).

The two nominal features mass shape and mass margin have been assigned numerical labels from 1-4, the classifiers believes them to be ordinal, meaning that the classifier consider mass shape irregular (4) to be greater than mass shape round (1). One Hot Encoder and dummy variables are used to perform binarisation of the nominal mass shape and mass margin feature values. It works by converting categorical features to different features which are all binary. he basic strategy is to convert each category value into a new column and assign a 1 or 0 (True/False) value to the column. This has the benefit of not weighting a value improperly.

SVC is and algebraic machine learning model. This means that their input must be numerical.

Feature selection is usually carried out in order to determine which of the features most improve the performance of the classifier. Including only meaningful features reduces the complexity of the model, improves the generalization capabilities of the classifier and reduces overfitting. Feature extraction is another way to reduce the complexity of a model. Feature extraction compresses the dataset into a lower dimensional feature subspace. Principal component analysis (PCA) is a feature extraction technique that finds the direction of the maximum variance by projecting the data onto a lower dimensional space. The outcome is smaller dataset which allows for faster computations. (Raschka, 2017).

The resulting plot indicates that the first principal component alone accounts for 26%, and the second PC for 22% of the variance.

Either 1 or 3 principal components produce the best accuracy

Class distribution is balanced with around 51% of the tumours in the dataset being benign and around 49 % are malignant, if the distribution was skewed, undersampling could be used to remove some of the instances that are overrepresented.

Artificial Neural Network (ANN) is a powerful predictive two stage model that can be used for both regression and classification problems. Multilayer perceptron is a feedforward artificial neural network with an input layer, one or more hidden layers and an output layer. The input data is fed into the network through the input layer, the input layer is fully connected to the next hidden layer. The neural network model has unknown parameters called weights, the values for weights are changed progressively as our algorithm finds the optimal solution that best fits the data with the backpropagation learning algorithm (Patterson, 2018). The higher the weight the higher the correlation between the input signal and the outcome. As data moves through the network in a feed-forward fashion, it is influenced by the connection weights and the activation function type. There are several activation functions that are in use including linear, sigmoid, tanh and Rectified Linear Unit Function (ReLu) (Mahmood, 2018). The choice of activation function depends on the model used, the hyperparameters used for optimisation and the properties of the feature vector. Backpropagation uses gradient descent on the weights of the connections in a neural network to minimize the error on the output of the network (Patterson, 2018; Hastie et al., 2009). The gradient is computed for the error as a function of the neuron’s weights. Subsequently the weights are adjusted in the direction that most decreases the error. Output errors are then propagated backwards to come up with the errors for the hidden layer. Thereafter the gradient is calculated for these errors and hidden layers weights are adjusted as before (Grus, 2005; Hastie et al., 2009).

##### **Pseudocode 1. General neural network training pseudocode (Patterson, 2018).**

function neural-network-learning (training-records) returns network

network <- initialize weights (randomly)

start loop

**for** each example in training-records **do**

network-output = neural-network-output (network, example)

actual-output = observed outcome associated with example

update weights in network based on

{example, network-output, actual-output}

end **for**

end loop when all examples correctly predicted or hit stopping conditions

**return** network

|  |  |
| --- | --- |
| Table 2. Neural network notation (Patterson, 2018). | |
| Notation | **Meaning** |
| *i* | Index of artificial neuron |
| n i | Neuron at index *i* |
| *j* | Index of neuron in previous layer connecting to neuron *i* |
| a i | Activation value of neuron *i* (output of neuron *i*) |
| A*i* | Vector of activation values for the inputs into neuron *i* |
| *g* | Activation function |
| *g’* | Derivative of the activation function |
| E r r i | Difference between the network output and the actual output value for the training example |
| W*i* | Vector of weights leading into neuron *i* |
| W j, i | Weight on the incoming connection from previous layer neuron *j* to neuron *i* |
| i n p u t \_ sum i | Weighted sum of inputs to neuron *i* |
| i n p u t \_ sum j | Weighted sum of inputs for neuron *j* in previous layer (used in backpropagation) |
| α | Learning rate |
| Δ j | Error term for connected neuron *j* in previous layer |
| Δ i | Error term for neuron *i*;   = E r r i × g ' ( i n p u t \_ s u m i ) |

**Pseudocode 2.** Backpropagation algorithm for updating weights (Patterson, 2018).

function backpropagation-algorithm

(network, training-records, learning-rate) returns network

network <- initialize weights (randomly)

start loop

for each example in training-records do

  // compute the output for this input example

network-output <- neural-network-output (network, example)

// compute the error and the [delta] for neurons in the output layer

example\_err <- target-output - network-output

  // update the weights leading to the output layer

Wj,i ← Wj,i + α x aj × E r r i × g’ (input\_sum i)

for each subsequent-layer in network do

  // compute the error at each node

Δ j ← g’ (input\_sum j) Σ i W j,i Δ i

  // update the weights leading into the layer

W k, j ← W k, j + α × ak × Δ j

end for

end for

end loop when network has converged

return network

**Pseudocode 3.** Pseudocode for neural network training (Grus, 2005).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| def feed\_forward( neural\_network, input\_vector): | | | | | | | |
|  | #takes in a neural network (represented as a list of lists of weights) | | |
|  | and returns the output from forward-propagating the input | | |
|  |  | | |
|  | outputs = [] | | |
|  |  | | |
|  | #process one layer at a time  for layer in neural\_network: | | |
|  | | |  | | | | |
|  | | | | | | | |
| |  | | --- | | Inpu with\_bias = input\_vector + [1] # add a bias input | | output = [neuron\_output (neuron, input\_with\_bias) for neuron in layer] | | # compute the output for this layer | | outputs.append(output) # and remember it | |  | | # then the input to the next layer is the output of this one | | input\_vector = output | |  | | return outputs |   def backpropagate (network, input\_vector, target): | | | | | | | |
|  | | | | | | | |
|  | hidden\_outputs, outputs = feed\_forward (network, input\_vector) | | | |
|  |  | | | |
|  | # the output \* (1 - output) is from the derivative of sigmoid | | | |
|  | output\_deltas = [output \* (1 - output) \* (output - target[i]) | | | |
|  | for i, output in enumerate(outputs)] | | | |
|  |  | | | |
|  | # adjust weights for output layer (network[-1]) one neuron at a time | | | |
|  | for i, output\_neuron in enumerate(network[-1]):  #focus on the ith output layer neuron | | | |
|  | for j, hidden\_output in enumerate(hidden\_outputs + [1]): | | | |
|  | | | #adjusts the jth weight based on both this neuron’s delta and  its jth output  output\_neuron[j] -= output\_deltas[i] \* hidden\_output | | | | |
|  | | |  | | | | |
|  | # back-propagate errors to hidden layer | | | | |
|  | hidden\_deltas = [hidden\_output \* (1 - hidden\_output) \* | | | | |
|  | | | dot(output\_deltas, [n[i] for n in network[-1]]) | | | | |
|  | | | for i, hidden\_output in enumerate(hidden\_outputs)] | | | | |
|  | | |  | | | | |
|  | | # adjust weights for hidden layer (network[0]) one neuron at a time | | | | |
|  | | for i, hidden\_neuron in enumerate(network[0]): | | | | |
|  | | | for j, input in enumerate(input\_vector + [1]): | | | | |
|  | | | hidden\_neuron[j] -= hidden\_deltas[i] \* input | | | | |

SVC works by separating the input data into two different classes by determining the optimal separating hyperplane also known the named decision boundary. The SVC algorithm is trains on a training set of the data to find the optimal hyperplane for separating the data based on the class label. Once the hyperplane has been identified by a setoff support vectors, the test data is then classified using the model developed on the training data (Mokhtar, 2013). SVM is a supervised classification algorithm; it is an extension of the support vector classifier and uses kernels to enlarge the feature space (James 2013 Fung, 2015). Looking at the scatterplot of the data we can see that the data has a non-linear boundary between the malignant and benign classes. For non-linearly separable data, the SVM maps the data to a higher dimensional feature space using a non-linear mapping kernel function. SVM algorithm finds the optimal hyperplane that can separate all objects of one class from those of the other class with the largest margin between the two classes. The optimal hyperplane is found by solving a convex quadratic optimization problem (Hastie et al., 2009). The training samples that fall on the margins of the hyperplane are called support vectors (Mokhtar, 2013). The hyperplane is built by a set of support vectors, the algorithm is applied on the test data and using the predicted values it determines which side of the hyperplane they fall and suggesting a class label (Fung, 2015; Jain, 2017).

**Algorithm 4.** Pseudocode for training an SVM (Pedersen, 2006).

**Require:** X and y loaded with training labelled data, α ⇐ 0 or α ⇐ partially trained SVM

1: C ⇐ some value (10 for example)

2: **repeat**

3: **for all** {xi, yi}, {xj, yj} **do**

4: Optimize αi and αj

5: **end for**

6: **until** no changes in α or other resource constraint criteria met

**Ensure:** Retain only the support vectors (αi > 0)

Hidden layers increase the flexibility of the model in capturing the nonlinear properties of the data. The number of hidden units usually falls between 5 and 100; however more layers can be used for bigger datasets with a greater number of training examples. Cross-validation can be used to estimate the optimal number of hidden layers at different levels of hidden layers.

Scaling of the input vector can largely impact on the weights in the input layer; therefore, it is recommended that all of the inputs are standardized to have a mean of zero and standard deviation of one. This allows all inputs to be treated equally in the regularization process, and appropriate starting weights to be selected. (Hastie et al., 2009; Raschka, 2017).

Learning rate affects the extent by which hyperparameters are adjusted during optimisation. A large learning rate coefficient (e.g. 1) makes big adjustments to the parameters, whereas a small learning rate (e.g. 0.00001) ensures that smaller adjustments are made. Large leaps can save time initially but the may also overshoot the local minimum. A smaller learning rate is more likely to eventually reach the local minimum, but takes a very long time to run.

L1 and L2 represent the regularization coefficients; unregularised weights with several higher-order polynomials can lead to overfitting regularization helps prevent over fitting by minimising parameter size over time.

Momentum for gradient descent prevents the learning algorithm from getting stuck thereby helping to continue the path towards local minimum.

Four parameters can regulated in order to optimize the SVM algorithm. C is the regularization parameter and is usually set between 1 and 10, increasing the value improves the prediction accuracy for the training data, but this can also lead to over-fitting. γ is the kernel coefficient by increasing γ the flexibility of the model increases and this can help improve accuracy; C and γ a regulate the trade-off between allowed training errors and misclassifications. d it is the degree of the polynomial kernel function (‘poly’) and is ignored by all other kernels. Using a kernel with d > 1, instead of the standard linear kernel fits the SVC to a higher-dimensional space involving polynomials of degree d, leading to a much more flexible decision boundary.

### Both SVM and MLP can be tuned by using GridSearchCV that uses cross-validation to find the most optimal hyperparameter values to produce the best model. GridSearchCV performs an exhaustive search over the specified hyperparameter values to find the best combination of hyperparameters for the classifier. In nested cross-validation, the “inner” cross-validation uses GridSearchCV to select the best model and the “outer” cross-validation with cross\_val\_score independently evaluates the performance of the moder (Halder & Ozdemir, 2018).

The parameters of the estimator used to apply these methods are optimized by a cross-validated grid search over a parameter grid as follows:

Use nested cross-validation to avoid biased evaluation:

*# Create grid search*

gridsearch = GridSearchCV(logistic, hyperparameters, cv=5, n\_jobs=-1, verbose=0)

*# Conduct nested cross-validation and outut the average score*

cross\_val\_score(gridsearch, features, target).mean()

[**Machine Learning with Python Cookbook**](https://proquest-safaribooksonline-com.libproxy.ucl.ac.uk/book/programming/python/9781491989371)

Accuracy

Confusion metrix helps us understand the performance of a learning algorithm, it reports the number of True positive (TP), True negative (TN), False positive (FP) and False negative (FN) predictions of a classifier.

![Image result for confusion matrix machine learning](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWQAAAELCAIAAABh22v4AAATLElEQVR42uydvXKyTBTH18x7KTAZi1wA3oFMilQpnxJbLZ4ylWUKbaV8ylQpMnAH4QIsMhm9F9/ZRZblS/EDFP39qoiGjwP733POHnb/22w2AgBgHw+YAAAQCwBALAAAsQAAxAIAEAsAQCwAABALAEAsAACxAADEAgAQCwBALAAAsQAAQCwAALEAAMQCABALAEAsAACxAADEAgAAsQAAxAIAEAsAQCwAALEAaIf1fNDrDebra98nYgGgCEc9ySi8dglBBxALuKxWfPrCcRzhf4YHqEuDbdZ6fnVE9PGVP8D66yMSzuuzxT1DLOBSWuG9/Xs9RC0aplwt0ArEAi7r8k994b0MVfssUYttiKLjFBUJuL4Q0cROgxf1KzOMyfse5m5q+CSxWkzew11aUWefe0+scIHZmKfsC8QC7lMrZAv0Xobb9ulPM40uHPVc3ws2MYFwR6E1/t5sAk8IZ7ZSWxfDOlHLtL9K9uJFE3tv47PGb57IiFdOK47YZ/mZ6QtczRzfTXRkPR/Yk6fMlSMWgFYorSjx/WOnI9BqMFzUUYYShovN9zhxCIYvORWo+qfs7/J+xVH7LPWqkgu0xv9mTuLNrH4i4fTtU68csYCb0grdJqzHJ2GoRfbL82H3nXoSYyrAnnxF3X1WKmVqgOXvervDaGJ3dOQFsYBmtMLorWXzzOYVnx6t82RG0vjfnkTiULWI2/Xb2Dp1nwV8N01ZqFxMEgZ9y2Ark5hBLOC+tUK3B91YMmoR97MnK4U9EbMkwbCa1fUCtFoUfIDj95lHZ2QSjOBmofftu53SC8QCmvArdHtLW91WLeKo5Gd1TGix/l1W+i+HJDtitZgXtaLuPnedmBF17MIafwfeeWSzNTYAZ0Q2gGK/uu2j4+3m3/F/bLVFfZHRGXNL0s0nP8gcSX3QH4s7KjvLEg+g9j53nVj+AtMrTC+1zkleHYgFtKAV+QaU8e+Nn6fbS37pBeqTUxYlOLOVPHRdscgJQeE8a+xz14mZciSq/qtjSrHZbHpSMAAAyFkAAGIBAIgFACAWAIBYAABiAQCIBQAAYgEAiAUAIBYAgFgAAGIBAIgFACAWAACIBQAgFgCAWAAAYgEAiAUAIBYAgFgAACAWAIBYAABiAQCIBQAgFgCAWAAAYoEJ4EpZzwe9UXiOH2Gu85iLhb/vgczi3RXrnB+wp8p/3/3t4Quy53aVXYo93XbacuRb42R2e84LOdaYJ5lr1zr1x5oLz+JuSB+RwPPd3mC+Pn2f4ah3nh2V7PrTF97LMNMn2pOo8Dvr+dWJPr5OPwffbdxDactc6/nAnojkfqvbnVzbSeai170Xz8LsT2Q3dFp3fN797O0o5Uf5ucTdONm3UP/veY55Kc14Fi2Zq3CYzIbjzYVncZfYfScXyGrM7tX4Qm+WvaP6IL90fSGiiZ3+QH9b6ET1N8mHkuMZR/5dCqdv68/DxWazWQxLL8Z6fBIn+xb9v/9mTjR5D6t9gpITNjYrkis2tieb2jOX+vD6bGVvd/SzOtVciMVdsvqJDEGwJ0/BpuiyhqP0i0BM8+6zNf42u6xcSx6+eJlH0nCTw1HPFUF6vDLHXJ7g06NVX/p0Wzgaa/zmCX9acjIVJyw3L7dd9NYQ32NLWXTa1924mNjKnu2Zy7i5hpyewVyIxV2mzV1feG/ywRbh+yTyAv3oDhdB0mJkB2X07KodHIB6/PUjmT786/nUd2Z/twcc/p2VhdCZY+9v5pm2cDzqZArORdUJZzpw82qt8bc2ljq15e/6Csylz+JocyEWd8PW/+314txXrA95d9/od+Ke1u0dm5OTj7//GeY7Stnv6VPpleYstwnZzGm1wvaSs65+1Qln3Hl5gcYJp3GDjDyuw1y1HTXEAoykVk0vQSUKNoGnHtbDFSN9/MNPo3cUhSRf+emcHlgc6VxIz2pVabv0hJWsbtux63tBchlmeBJnZts1VzYhdbijhlhAtcuRaZWyKzOHLJVkrCqSf8XnMt/y5OMvH36dcKsVMR/mKZ+pLWydC5XonH7sDfHXXx+RMV6iIznlZGTyiy2bq5DBlGdq3NOjzYVY3Dd5xzscuYkHHI7S1LtUkCo/d8ejbD2/Ov7n/HdpNB65zcwjmofJNqs6of7eszvSJFEUiRonrKK03LiH2byVOVs3l8p/aG1fz/9MItNTOd5c1CDcY51FcZC+zOU1t2cG8fMFEOkP8nUQcSFh/tBmeWHFaVUdpuSMzlJnkfn/Qk1n6QkHnvlvRmWG8Wtvlt15S+aqvqenmAuxgOukrPzqCCFsT3+bq7i6FnMRhsB1Yo4O7ExYfH1EFSmC5rM9aWZgPZ9Wpipuxlx0YXDFsdPezrLWjxrszcW+AOGGzNWToQgAAKMhAIBYAABiAQCIBQAgFgCAWAAAYgEAgFgAwHn4DxN0nV6vhxHgXOyo0kQsbvwGg5ZUrHRix0MYAgC1QCwAALEAAMQCABALAEAsAACxAADEAgAAsQAAxAIAEAsAQCwAALEAAMQCABALAADEAgAQCwC4erEIR73eKFnQeT0f9BSD+Rp7AyAWBuvfpTP7O9xKxZ9JFG+OJvYoxOIAiIVm9RNpH+N9EiVLvAee8D9RC4CO0tCEvdHEHvx4wvcjIbyXIXYGwLMoYfjiSb1QSiHSgOR3KZy+jckBEItULRaBF//lzP6NLR2QOK/PFiYH6CYsptD9W8iKGFipFStRZwEAlwtDUtZhSHEFAGJRTTiKC7Fs1/0T12Kt5wPKsgAQi7xUuL4zW8W1FVus51cn+vhCLQA6ShN1FuGnL7xgnBv4sB6fRPSzEoIBEQA8Cw0FFQCIxX7svhNN3sMSfwMNAegszQw+r+cDexIVNnvBZkHp99lvIRUEWKkVKzUThljjbyO3GQcmsxVKAYBnAfSZWAnPAhphPR/09k7vUetHAO3wcCPtzuT45qX2VPnvu789jPB9EuXe3Y8vI7N/6/nV8afXWcqW1N2VoK6h8P39luSVmCq5zZ2y0sMFHqMmiGvA4jl2fPc8JpfX0dC9U6UohlZIoShLCV9xKdtwsdlok8fZ6wSdm0rvyibwool9z26SYR/TRF2yUkNDp1XWaiHFqd6PP7KBWePvHee4+9sTtCIc2ZPIC/I5YXFLha/xtAVMldZlKzUhFqpR5VnNlm5LLlZWrDJBiqnZxhd6s55qWH7p+mrKr/QH+tuCz5GZotjwrMr7iPw8QKqTrlAhVfh6E2Xy6rYsfyn476yVWstZWOM3r6RUqwmMOUBVwcdTYEYo2/Yre/Pki0AU8gLJ4O/WRcy15OFL1nkxPIVw1HNFkB6vTCDlCT49WvWfHlUm33XUbal92ffKNVupvQSn7E7bOMx84PrCe1Ovpqg0YqBbunLy4oRh5myGi+/xYXdHqYVuwalWrOdTX08kKIZ/Z2UxxGGWkK5F94lvS2oa6KCVHpq55JLcpj2JGpy7dxsuyMMIXf5VnPZTd9PS0RG+e3T6WapFEloafoXsF/Sp9Epzltuk1l0UvqemiG/LoZp8S6iHrXTMozNWangpgEz7mK2ay28aGeWato6z+XH6+QjFSNUi/PQzfYFxKtWncxOBxSF35a6FQuRHQzLG6IyVGpnde7Ep4zJ2yLZKqWMZ90ae62rmlGZTKkZ1RBpjSLWQWqEnIq6VYDgssGgpfAO4npzFBdjGGsYwhZsEDOEoHamQClIVFuxo+api6nP+uzQmLZfbhFFGZR4mq0K1E967zg6gi2KxoxLrguVpw0U8BBLjLnU6Y7gIhN7se0GZ25PmNcqHQJVaTCbCXODAGn+vZkIHodN+Weil5wHK2c71dWibLhX7uxQsoQBXweY8rGbOwYHbHRN4NW0h7ZpLguQ530085WoKl2MMPF8Dl7RSqX06aCVexbsM23KMfRnf9Xxgf7yudqZ7eJ+yDljpdCthwQshZeDnbY9a1PoRzQCx6LRYVEyVxVxZNAOs1FkrNbQUQKlSNFpoAQDN0sgr6p9+krQxEnmrmWjn1RAA6IpYSLavwhh1TXFZAmoBgFiUYT0+6fKjiipwALhbsTBfslJriNhJyVFzL5IBQBc9C6UWcc2zNf7W8z8ZL4sDQNdgPKn7t5BBQazUipXO6FmoNxyYuB6AMKQWyUtb9zvvOwBisY9kGgv1Tpme/QdXAwCxqEBP7q1UA1cD4DZoJeuTvinCuyEN3EJSd1ipFSux1ikA1OK/JncejtTkT1vwKgC6TKNrnSql0PMAoRQAeBaK3BwWOBIAeBblxC+K4UgA3CakiLt/C8nzY6VWrMRoCAC0HYYAAGIBAIgFJgAAxAIArk4s1vNBjbVOeQcV4O7Fwnp82vcTL6D4AgCx0LNZ6HfTcwvBBp7v8po6QHdpolKlYtHfcNSb9nev8QvH3ELKjbBSK1ZqN8EZ/ay4IQB3HoYY2H0nWQnAdCw+feH0bUwOQBiSDUT84mZeRMXBxkqEIVmGi3hNZANntkIpAPAs4KK9AUaAc7FDEP5r9sjrMBTDIeMfl7vBQBhyro6nodGQZGY923X/xJnO9XzAcgAAHeahGalw/XjGrDRxYT2/OtHHF2oB0FGaCEPCT194Qb74ynp8iussCEoA8Cw0FFQAIBb7sftONHkPS/wNNASgszSTIs6tCpBAUVYjt5A8P1ZqxUrNhCHW+JuiLAA8C6DPxEp4FucKQkpKKii0AOg07b2irodOAaCLnLfOwnjbNLJ7k8L3zozREAA8CyHWv8tdXzuzf0yTBdBVmsj6rOcD++OVCfTauoWk7rBSK1bCgjQDrAS1rNRMglO9dJpZI6S4BQAIQ+YDe/KUr9asmPMb6DOx0v16FqufSHgveVEYvnjC/8S3AOgorHUKABcTC+VD5JcCWM+nvHUK0OUghbdOicaxEtSxUnNvnaoFTzNCgVIA4FkAfSZWwrMAADirWKRlV+v5oFcOr6gDIBYGq5+o4hteUQfobpBCIEc0jpWgjpXIWQBAq2FIdZ4iA6+SAdy7WFiPT/t+QqUFAGIhhBguNhpVjyW1wSDwfJfBEIDu0kTWp+Jl9HDUm/aZP+v8t5DUHVZqxUrtJjgZOgUgDDGw+07xrVPWOgUgDCkPRPziZt46xcHGSoQhWYaLDWudAhCG1BcMAxKbFS7YniGicHS11SnqbaDyOprtV9lrU7U49zQiVmKgjKG6ZqWGE5zrMFy3cUNM4zbfvNT9PMMh1vOp771pFTUL2/Teh39nzjVPXZodId/6jslqU9Hk/Z6r8Iz+UvnZhq2koTpnpYdmNdV23T9xO252XeSm7d2IAK2/PqJ0YuNwZE/EbFUoSrGeX51OTnTseF5Zohs6a6WHZpqW6zvquU8TF/KZjz6+GrGJN5s5bdrbGn+foRhVaoUeHpJORrq8o3QntLGsx6duTove//vm3btzcVNWakIswk9fGN510sIaXEX9cfzmVdi71LcvvsuinZ7i7+UW1xfCdzPBpv6jPASqOK7B6icST49WyYecsYYvnlj+drGDlqKHc3EzVmooDGm9oEKF9m6+VSbLHW2L0JeJb2+4/KuZI5zZtrBU/v7nzShQlzuUfoT0kOKIM+tQyHac+kuxe/B3WHnczLn9LlMzFZaUtvtORiA6Ws5mjXEubsdKDRVllVx5w0VZyuA5eVaOvmy8+hdxw1bt9PXZ0uFR0hKlLmg1yLfXSpFK1EIdTu626rgFx6K+Qa/WtYj9reqZ0OJu0+V14xrOxbVb6aGRdvtPdvPy6XF9EU3s3vbPYmxyboMXRSo5fHI2UheUk2+28FTDjOihbDGDkovVuRitFZXH3bGX/Eu7ubDkesmMhpSNjysVJxap09ddu5WaWwqg/aKsrXMxXeaPWzK4p1uzDBeSZzwTPeTXMtinFmpsI1XDyuOa7kKl85CJUbqjHBUqvgiUl/2FJnTbSrdVlKWciyjKtOOSUDD89I22XCFh4XvOs6gKBOIw4/09HQetOm7BmUj9jey/yGOnwlNIaHTUy/74QBI6baWHW/Pm/pn+gDX+Xs2Wbr5ybrhYvX7YxcJDI37q9ab9mZcLceyKkY3hixf5vlEzUXHcXZkIa/wdeMmx3eVslWpY+ULT3fOyDRmHTlppc362AwybayU/N0861NH+edQ47r6fNXMTa5CvSsxZOPcIbKO6Sz0YF7NSta06ZyXRkGEu0fiOFLOyeb2uSC32/ujCzaAjYKXrFIsdXc41+RYVGf22O5w9nch+5aUZIBbtWKmpl/zLZ7TQ1U9wPpipASu1Y6WHZoSidO4bptUD6LKUILf0mVgJLuVZAMANcmaxMN+1ZJUQAMKQSqXIv0/BFL042FiJMKSoFV8fUWaUL/B4fwiAMKRIoSpZTfbA+AcAYgEAiMWxZKZCMSajI+cJgFgcAkEJQGchRdz9W0ieHyu1YiVyFgBwhWEIACAWAIBYAAAgFgCAWAAAYgEAiAUAIBYAgFgAAGIBAIBYAABiAQCIBQAgFgCAWAAAYgEAiAUAAGIBAIgFAJyV/zDBDdDr9TACVkIsYA9MWg2EIQCAWAAAYgEAiAUAIBYAAIgFACAWAIBYAMA18X8AAAD//6QOQnOgqpN7AAAAAElFTkSuQmCC)

**Image 1.** Confusion Matrix (Narkhede, 2018).

<https://proquest-safaribooksonline-com.libproxy.ucl.ac.uk/book/programming/python/9781491989371/model-selection/evaluating_performance_after_model_selection_html?query=((gridsearch))#X2ludGVybmFsX0h0bWxWaWV3P3htbGlkPTk3ODE0OTE5ODkzNzElMkZldmFsdWF0aW5nX2JpbmFyeV9jbGFzc2lmaWVyX3ByZWRpY3Rpb25zX2h0bWwmcXVlcnk9KChncmlkc2VhcmNoKSk=>

The prediction error and accuracy offer information about how many sampels were correctly labelled and how many were misclassified. Accuracy (ACC) is the sum of all correct predictions (TP & TN) to all predictions.

Prediction error (ERR) is the sum of all false predictions divided by the number of total predictions.

Precision (PRE) shows the number positively predicted cases that were correct.

Recall (REC) shows the total percentage of correct predictions made by the learning algorithm.

F1 - score is the combination of Precision and Recall and is calculated as follows :

The area under the ROC curve shows the overall performance of a classifier. The greater the area under curve (AUC) measure the better the classifier, ideally the ROC curve should fall as close as possible to the top left corner (James et al., 2013). The dummy variable that we have created for comparison or any other classifier that’s performance is comparable to chance to achieve an AUC of 0.5. AUC average precision of the classifier The ROC curve takes into account the entire range of different thresholds and hence is a considered a good measure of the classifier’s performance.

In this instance both the MLP and SVC both perform well although the MLP classifier seems to be slightly superior. The Image shows the ROC curves for SVMs using the radial kernel with varying values of γ. We can see the γ value is increased the fit of the model improves as is evident by the improvement in the ROC curve. However, this is performance on training data, and when the more flexible the model is the more likely it is to overfit the data hence models with a larger γ are more likely to overfit the data. Computing ROC curves on the Test data we can see that the most optimal value for γ is .

There are several studies that have applied various machine learning algorithms to this mammographic mass dataset. Mokhtar et al. (2013) applied Decision Tree, Artificial Neural Network, and Support Vector Machine algorithms. Keles et al. (2011) used neuro-fuzzy rules in developing an expert system for predicting breast cancer using the same dataset. Elsayad (2010) evaluated the performance of two Bayesian Networks, the tree augmented Naïve Bayes (TAN) and Markov blanket estimation (MBE) as a classifier on this network and compared the outcome to multi-layered neural network classifier.
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**Data Set Information:**

Mammography is the most effective method for breast cancer screening   
available today. However, the low positive predictive value of breast   
biopsy resulting from mammogram interpretation leads to approximately   
70% unnecessary biopsies with benign outcomes. To reduce the high   
number of unnecessary breast biopsies, several computer-aided diagnosis   
(CAD) systems have been proposed in the last years.These systems   
help physicians in their decision to perform a breast biopsy on a suspicious   
lesion seen in a mammogram or to perform a short term follow-up   
examination instead.   
This data set can be used to predict the severity (benign or malignant)   
of a mammographic mass lesion from BI-RADS attributes and the patient's age.   
It contains a BI-RADS assessment, the patient's age and three BI-RADS attributes   
together with the ground truth (the severity field) for 516 benign and   
445 malignant masses that have been identified on full field digital mammograms   
collected at the Institute of Radiology of the   
University Erlangen-Nuremberg between 2003 and 2006.   
Each instance has an associated BI-RADS assessment ranging from 1 (definitely benign)   
to 5 (highly suggestive of malignancy) assigned in a double-review process by   
physicians. Assuming that all cases with BI-RADS assessments greater or equal   
a given value (varying from 1 to 5), are malignant and the other cases benign,   
sensitivities and associated specificities can be calculated. These can be an   
indication of how well a CAD system performs compared to the radiologists.   
  
Class Distribution: benign: 516; malignant: 445

**Attribute Information:**

6 Attributes in total (1 goal field, 1 non-predictive, 4 predictive attributes)   
  
1. BI-RADS assessment: 1 to 5 (ordinal, non-predictive!)   
2. Age: patient's age in years (integer)   
3. Shape: mass shape: round=1 oval=2 lobular=3 irregular=4 (nominal)   
4. Margin: mass margin: circumscribed=1 microlobulated=2 obscured=3 ill-defined=4 spiculated=5 (nominal)   
5. Density: mass density high=1 iso=2 low=3 fat-containing=4 (ordinal)   
6. Severity: benign=0 or malignant=1 (binominal, goal field!)   
  
  
Missing Attribute Values:   
- BI-RADS assessment: 2   
- Age: 5   
- Shape: 31   
- Margin: 48   
- Density: 76   
- Severity: 0

Histogram, boxplot, calc std mean, quantiles, outliers.

How do other studies compare.

<https://towardsdatascience.com/handling-missing-values-in-machine-learning-part-2-222154b4b58e>

The values of ordinal attribute represent categories with some intrinsic ranking while they nominal attribute represent categories with no intrinsic ranking in nominal type.

Outliers, no invalid outliers are identified.

Would have needed to use the labelencoder, however, the lablels have already been assigned in the dataset. Lable encoder assisgn

One hot encoder performs binarization of the categorical feature values;This is why we use one hot encoder to perform “binarization” of the category and include it as a feature to train the model.

One hot encoder converts the categorical features to different features which are all binary ‘is\_daffodil’, ‘is\_lily’, and ‘is\_rose’ which all are binary.

<https://towardsdatascience.com/grid-search-for-model-tuning-3319b259367e>

<https://github.com/rohanjoseph93/Python-for-data-science/blob/master/Grid%20Search%20-%20Breast%20Cancer.ipynb>

<http://www.robots.ox.ac.uk/~az/lectures/ml/lect2.pdf>

SVM - kernel needs to be polynomial as we are dealing with several features.

<https://github.com/matthewbrems/ODSC-missing-data-may-18/blob/master/Analysis%20with%20Missing%20Data.pdf>

<https://notebooks.azure.com/holgerkunz/projects/UCLMHLBFOUR/html/MLHB_week4_data_preprocessing_with_solution.ipynb>

<http://www.wildml.com/2015/09/implementing-a-neural-network-from-scratch/>

Performing one-hot encoding on nominal features

One hot encoder <https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.OneHotEncoder.html>

Lable encoder assisgn

One hot encoder performs binarization of the categorical feature values;This is why we use one hot encoder to perform “binarization” of the category and include it as a feature to train the model.

One hot encoder converts the categorical features to different features which are all binary ‘is\_daffodil’, ‘is\_lily’, and ‘is\_rose’ which all are binary.

<https://hackernoon.com/what-is-one-hot-encoding-why-and-when-do-you-have-to-use-it-e3c6186d008f>

<https://towardsdatascience.com/how-to-handle-missing-data-8646b18db0d4>

You can use [https://pypi.python.org/pypi/fancyimpute/0.0.4 1.2k](https://pypi.python.org/pypi/fancyimpute/0.0.4) and <http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.Imputer.html>

<https://stackoverflow.com/questions/25239958/impute-categorical-missing-values-in-scikit-learn>

<https://www.statsmodels.org/dev/generated/statsmodels.imputation.mice.MICEData.html>

from fancyimpute import MICE

#We use the train dataframe from Titanic dataset

*#fancy impute removes column names.*  
train\_cols = list(train)

# Use MICE to fill in each row's missing features

train = pd.DataFrame(MICE(verbose=False).complete(train))  
train.columns = train\_cols

Installing fancyimpute

<https://stackoverflow.com/questions/50217492/unable-to-install-fancyimpute-for-use-in-jupyter>

<https://stackoverflow.com/questions/44239269/fancyimpute-installation-in-anaconda>
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MICE operates under the assumption that given the variables used in the imputation procedure, the missing data are Missing At Random (MAR), which means that the probability that a value is missing depends only on observed values and not on unobserved values ([Schafer & Graham, 2002](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3074241/#R30)). In other words, after controlling for all of the available data (i.e., the variables included in the imputation model) “any remaining missingness is completely random” ([Graham, 2009](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3074241/#R8)).  (Azur)

<https://github.com/matthewbrems/ODSC-missing-data-may-18/blob/master/Analysis%20with%20Missing%20Data.pdf>

Neural networks <http://cs231n.github.io/>

# 30 years of adaptive neural networks: perceptron, Madaline, and backpropagation

Pseudocode svm

Neural networks

SVM
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Artificial Neural network

Backpropagation

Gradient decent

Learning rate

Weights to start with

Good article on ANN

gamma to specify a value of γ for the radial basis kernel. By increasing γ we can produce a more flexible fit and generate further improvements in accuracy. γ is a positive constant.

Hyperparameters C and gamma, which controls a tradeoff between allowed training errors and misclassifications, and the width of the radial basis function, were tuned using a 10-fold cross-validation approach. The optimized parameters that provide the best accuracy would be selected for the final model.

In the present study, the classifier’s performance is evaluated using the common leave-one-out-each-group cross-validation approach. This validation procedure provides robust parameter estimates particularly for smaller samples [[22](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4655080/#CR22)]. In each trial observation, one patient per group was left out from the data to train the classifier, but then used to determine the detection rate of this trained classifier (testing). The procedure was repeated until every participant had been used for testing a classifier. The overall accuracy of the classifier was the averaged detection rate. The sensitivity and specificity of the classifier were also quantified. Specifically, sensitivity was calculated by the number of true BD dividing by the total number of true BD and those misclassified BD as MDD. Specificity was calculated by the number of true MDD dividing by the total number of true MDD and those misclassified MDD as BD. To evaluate the probability of obtaining the overall accuracy by chance, statistical significance was verified by means of permutation tests [[24](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4655080/#CR24)]. We randomly assigned a class label to each patient and repeated the same cross-validation procedures for 1000 times. Then we counted the total number of times that the detection rates from the permutation tests were higher than or equal to the actual value obtained from the real test. A p-value for classification is derived from dividing this number by 1000. The classifications were performed using R version

It follows a technique called the kernel trick to transform the data and based on these transformations, it finds an optimal boundary between the possible outputs. identify the optimal separating hyperplane which maximizes the margin of the training data. Hyperplane is a n-1 dimensional subspace of an n-dimensional Euclidean space. We have said that the objective of an SVM is to find the optimal separating hyperplane. Therefore, maximizing the distance between the nearest points of each class and the hyperplane would result in an optimal separating hyperplane. This distance is called the margin.

The goal of SVMs is to find the optimal hyperplane because it not only classifies the existing dataset but also helps predict the class of the unseen data. And the optimal hyperplane is the one which has the biggest margin

Here, the parameter C is the **regularization parameter** that controls the trade-off between the slack variable penalty (misclassifications) and width of the margin.

* Small C makes the constraints easy to ignore which leads to a large margin.
* Large C allows the constraints hard to be ignored which leads to a small margin.
* For C=inf, all the constraints are enforced.

Support Vector Machines handle such situations by using a kernel function which maps the data to a different space where a linear hyperplane can be used to separate classes. This is known as the **kernel trick** where the kernel function transforms the data into the higher dimensional feature space so that a linear separation is possible.

Parameters are as follows:

* C: It is the regularization parameter, C, of the error term.
* kernel: It specifies the kernel type to be used in the algorithm. It can be ‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’, ‘precomputed’, or a callable. The default value is ‘rbf’.
* degree: It is the degree of the polynomial kernel function (‘poly’) and is ignored by all other kernels. The default value is 3.
* gamma: It is the kernel coefficient for ‘rbf’, ‘poly’, and ‘sigmoid’. If gamma is ‘auto’, then 1/n\_features will be used instead.

SVM classifier node is used to train SVM with polynomial kernel. There are four parameters that need to be optimized; C, γ , r and d. The value of the regularization parameter C should be set between 1 and 10 inclusive; increasing the value improves the prediction accuracy for the training data, but this can also lead to overfitting. Using trial and error we found that the best values for these parameters are 10, 1, 0.1 and 4 for C, γ , r and d respectively. These values result in 83.66% and 81.25% prediction accuracies for training and test subsets respectively. It takes only 35 seconds to build the model.

SVM is a supervised multivariate classification algorithm (Fung, 2015). SVM is trained on a subset of the dataset, it works by follows a technique called the kernel trick to transform the data and based on these transformations, it finds an optimal decision boundary between the possible outputs of benign and malignant. Kernel function can be used to compute the dot products in the higher-dimensional space and use those to find a hyperplane (Grus).

Support Vector Machines handle such situations by using a kernel function which maps the data to a different space where a linear hyperplane can be used to separate classes. This is known as the kernel trick where the kernel function transforms the data into the higher dimensional feature space so that a linear separation is possible Join, 2017). The goal of SVMs is to find the optimal hyperplane because it not only classifies the existing dataset but also helps predict the class of the unseen data. Hyperplane is an n-1 dimensional subspace of an n-dimensional Euclidean space(Jain,2017). The optimal separating hyperplane separates the two classes and maximizes the distance to the closest point from either class, the hyperplane would result in an optimal separating hyperplane this leads to better classification performance on test data.. The hyperplane is built by a set of support vectors, the algorithm is applied on the test data and using the predicted values it determines which side of the hyperplane they fall and suggesting a class label (Fung, 2015, Jain, 2017).

Four parameters can regulated in order to optimize the SVM algorithm. C is the regularization parameter and is usually set between 1 and 10, increasing the value improves the prediction accuracy for the training data, but this can also lead to over-fitting. Small C value ignores majority of the constraints and has a very large margin, larger C value makes the constraints harder to ignore thereby the margin is also smaller. γ is a positive constant, it is the kernel coefficient by increasing γ the flexibility of the model increases and this can help improve accuracy, however, C and γ a regulate the trade-off between allowed training errors and misclassifications. The optimized parameters that provide the best accuracy would be selected for the final model. d is a positive integer, it is the degree of the polynomial kernel function (‘poly’) and is ignored by all other kernels.. Using such a kernel with d > 1, instead of the standard linear kernel, in the support vector classifier algorithm leads to a much more flexible decision boundary. It essentially amounts to fitting a support vector classifier in a higher-dimensional space involving polynomials of degree d, rather than in the original feature space .

**Algorithm 2 (Pedersen, 2006)**

Training an SVM

**Require:** X and y loaded with training labelled data, α ⇐ 0 or α ⇐ partially trained SVM

1: C ⇐ some value (10 for example)

2: **repeat**

3: **for all** {xi, yi}, {xj, yj} **do**

4: Optimize αi and αj

5: **end for**

6: **until** no changes in α or other resource constraint criteria met

**Ensure:** Retain only the support vectors (αi > 0)

SVM can be tuned by using GridSearch that finds the most optimal hyperparameters

#### Support vector machine (SVM)

SVM is a binary linear classifier that is commonly used to solve classification problems. More detail description of SVM can be found elsewhere [[23](https://link-springer-com.libproxy.ucl.ac.uk/article/10.1007%2Fs11255-016-1346-4#CR23), [24](https://link-springer-com.libproxy.ucl.ac.uk/article/10.1007%2Fs11255-016-1346-4#CR24)]. In brief, SVM algorithm is to find the optimal hyperplane that can separate all objects of one class from those of the other class with the largest margin between the two classes. The largest margin can reach the maximal width of the slab parallel to the hyperplane while there is no interior data point in this region. The objects located far from the boundary are removed from the calculation while those data points on the boundary of the slab will be maintained and determined as the so-called support vectors to obtain satisfactory computational efficiency.

#### Soft independent modeling of class analogy (SIMCA)

The SIMCA classifier is a well-known pattern recognition method and a classical quadratic discriminant analysis, which focuses on the similarity within a class and describes each class separately in a principal components model [[21](https://link-springer-com.libproxy.ucl.ac.uk/article/10.1007%2Fs11255-016-1346-4#CR21), [25](https://link-springer-com.libproxy.ucl.ac.uk/article/10.1007%2Fs11255-016-1346-4#CR25)]. When a blind unknown is presented, it will be projected into each principal components space by applying principal components analysis (PCA). Then, SIMCA determines membership based on the distance of a new object from eigenvectors of each class of training set. The closest set of eigenvectors assigns the class that the object belongs to.

### Cross-validation

Reliable, robust model is important for applications. In this work, the performance of each multivariate classifier was evaluated reliably and unbiasedly based on bootstraps Latin partition cross-validation, which provides a systematic approach to classifier evaluation and measurement of precision [[26](https://link-springer-com.libproxy.ucl.ac.uk/article/10.1007%2Fs11255-016-1346-4#CR26)].

When using Latin partition, data are randomly divided by sample into training and prediction sets so that the replicates from same sample will not be included in the training and prediction sets. The proportions of the number of samples for each class are maintained between the prediction set and training set, and thus the distribution of objects in training and prediction set is similar to the un-partitioned data set. Several training-prediction set pairs are given so that each sample is used once and only once for prediction. Because every object is used for prediction, Latin partition makes efficient use of the data, eliminates the bias of using only a subset of well-behaved prediction objects, and the results can be averaged across the bootstraps and the precision of the average obtained by its standard deviation.

In this work, all generations of composite data sets, multivariate models building, and bootstrapped evaluations were implemented by homebuilt codes in MATLAB software (MathWorks, Natick, MA).
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